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• Creation and Early Implementation of Advanced Networking 
Technologies - The Next Generation Internet All Optical Networks, 
Terascale Networks, Networks for Petascale and Exascale Science

• Advanced Applications, Middleware, Large-Scale Infrastructure, NG 
Optical Networks and Testbeds, Public Policy Studies and Forums 
Related to Optical Fiber and Next Generation Networks

• Three Major Areas of Activity: a) Basic Research b) Design and 
Implementation of Prototypes and Research Testbeds, c) 
Operations of Specialized Communication Facilities (e.g., StarLight, 
Specialized Science Networks)

Accelerating Leading Edge Innovation 

and Enhanced Global Communications 

through Advanced Internet Technologies, 

in Partnership with the Global Community

Introduction to iCAIR:



iCAIR Undertakes Basic Research In These Areas of 

Network Science 

• Transition From Legacy Networks To Networks That Take Full Advantage 

of IT Architecture and Technology

• Extremely Large Capacity (Multi-Tbps Streams)

• Specialized Network Services, Architecture and Technologies for Data 

Intensive Science 

• High Degrees of Communication Services Customization

• Highly Programmable Networks

• Network Facilities As Enabling Platforms for Any Type of Service

• Network Virtualization

• Tenet Networks

• Network Virtualization 

• Network Programming Languages (e.g., P4) API (e.g., Jupyter)

• Disaggregation

• Orchestrators

• Highly Distributed Signaling Processes

• Network Operations Automation (Including Through AI/Machine Learning)

• SDN/SDX/SDI/OCX/SDC/SDE



Large Scale Data Intensive Science Motivates the 

Creation of Next Generation Communications 

• Large Scale, Data (and Compute) Intensive Sciences Encounter 

Technology Challenges Many Years Before Other Domains

• Resolving These Issues Creates Solutions That Later Migrate To 

Other Domains

• 30+ Year History of Communication Innovations Has Been Driven 

Primarily By Data and Compute Intensive Sciences

• Best Window To the Future = Examining Requirements of Data and 

Compute Intensive Science Research

• Science Is Transitioning From Using Only Two Classic Building 

Blocks, Theory and Experimentation To Also Utilizing a Third –

Modeling and Simulation – With Massive Amounts  of Data

• Petabytes, Exabytes, Zettabytes

• For Communications, Data Volume Capacity Not Only Issue, But a 

Major Issue



Context Issues

• Today, Almost All Networks Provide Only Generic “One-Size-Fits-All” 

Services

• This Model Suboptimal For Many Types of Emerging and Anticipated 

Applications And Services

• E.g, With Today’s Networks, Even R&E Networks, It Is Difficult To Transport 

Extremely Large Files and Collections of Many Files Over WANs, Especially 

Over Multi-Domains

• Future Networks Will Provide Differentiated Services, e.g., Using 

Software Defined Networking (SDN) and Software Defined Exchange 

(SDX) Resource Slicing

• These Capabilities Provide Opportunities To Address The Special 

Requirements of Global Data Intensive Science

• Goal: Convergence of A) Segmented Research Platforms, e.g., Science 

DMZ, National Science Foundation’s Campus Cyberinfrastructure, 

Pacific Research Platform (PRP), Potential National Research Platform, 

Global Research Platform, GLIF, GLIF GOLES, and Related Specialized 

Environments and B) Software Defined Infrastructure (SDI)



Sloan Digital Sky 

Survey 

www.sdss.org
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www.globus.org

 
LIGO

www.ligo.org TeraGrid

www.teragrid.org
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Array

www.alma.nrao.edu

 
CAMERA 

metagenomics

camera.calit2.net
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www.class.noaa.gov
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www-d0.fnal.gov

 
ISS: International 

Space Station 

www.nasa.gov/statio

n

 
IVOA: 

International 

Virtual 

Observatory

www.ivoa.net

BIRN: Biomedical 

Informatics Research 

Network

www.nbirn.net

GEON: Geosciences 

Network

www.geongrid.org

ANDRILL: 

Antarctic 

Geological 

Drilling

www.andrill.org

GLEON: Global Lake 

Ecological 

Observatory 

Network

www.gleon.org
Pacific Rim 

Applications and 

Grid Middleware 

Assembly

www.pragma-

grid.net

CineGrid

www.cinegrid.orgCarbon Tracker

www.esrl.noaa.gov/

gmd/ccgg/carbontrack

er

 

XSEDE

www.xsede.org

LHCONE

www.lhcone.net

WLCG

lcg.web.cern.ch/LCG/publi

c/

OOI-CI

ci.oceanobservatories.org

OSG

www.opensciencegrid.org

SKA

www.skatelescope.o

rg

NG Digital 

Sky Survey

ATLAS

Compilation By Maxine Brown

http://www.sdss.org/news/features/20001005.ded.html


Petascale Computational Science

National Center for Supercomputing Applications, UIUC

For Decades, Computational Science 

Has  Driven Network Innovation

Today –

Petascale Computational Science



XSEDE

• Extreme Science and Engineering Discovery Environment (XSEDE)

• Goal: Create a Distributed Computational Science Infrastructure to 

Enable Distributed Data Sharing and High-Speed Computing for 

Data Analysis and Numerical Simulations

• Builds on Prior Distributed TeraGrid



Open Science Grid: Selected Investigations

Nutrino Studies

Gravity Wave Modeling
DNA Modeling

Usage

This Distributed Facility 

Supports Many Sciences



Open Commons 

Consortium





First NSF Supported Cloud 

Infrastructure for Science &; 

Engineering Research





HEP = Staggering Amounts of Data

In 1977 the Upsilon (bottom quark) was discovered at 

Fermilab by experiment E288 led by now Nobel laureate Leon 

Lederman

The experiment took about 1 million events and recorded the 

raw data on ~ 300 magnetic tapes for about 6 GB of raw data

CDF or D0 Run II

0.5 PetaByte/year 

(2003)

CMS or ATLAS

2  PetaBytes/year 

(~2008)

LHC Mock Data Challenge  

1  PetaByte/year (~2005)



BaBar 0.3 

PetaByte/year 

(2001)

KTeV  50 

TeraBytes /year 

(1999)

E791  50 TB /year 

(1991)

Run I (CDF or D0)  

20 TB /year (1995)

SLD  3 TB /year 

(1998)

L3  5 TB /year (1993)

EMC  400GB /year 

(1981)

Source: Fermi Lab



Large Hadron Collider at CERN











New Science Communities Using LHCONE

• Belle II Experiment, Particle Physics Experiment Designed To 

Study Properties of B Mesons (Heavy Particles Containing a 

Bottom Quark). 

• Pierre Auger Observatory, Studying Ultra-High Energy Cosmic 

Rays, the Most Energetic and Rarest of Particles In the Universe. 

• In August 2017 the PAO, LIGO and Virgo Collaboration Measured a 

Gravitational Wave Originating From a Binary Neutron Star Merger. 

• The NOvA Experiment Is Designed To Answer Fundamental 

questions in neutrino Physics.  

• The XENON Dark Matter Project Is a Global Collaboration Investing 

Fundamental Properties of Dark Matter, Largest Component Of The 

Universe.

• ProtoNUMA/NUMA – Collaborative Research On Nutrinos



Magnetic Fusion Energy

Source: DOE

Source: DOE

New Sources

Of Power



ITER (Formally- International Thermonuclear 

Experimental Reactor)

• ITER Is One of the World‟s Largest and Most Ambitious 

International Science Project Extremely Data Intensive



Fusion Energy Research

KSTAR, or Korea Superconducting Tokamak Advanced Research:

Magnetic Fusion Device At the National Fusion Research Institute in 

Daejon, South Korea. KSTAR Is Providing Major Contributions To ITER.



Spallation Neutron Source (SNS) at ORNL

Source: DOE

Neutron Beams Are Directed At

Different Types of Materials

To Investigate Their Atomic Properties,

Including Structures



Argonne National Laboratory Advanced Photon Source 



Real-Time Global e-Very Long Baseline Interferometry
DRAGON (Dynamic Resource Allocation via GMPLS Optical Networks)

Real-time e-VLBI data 
correlation from 
telescopes in USA, 
Sweden, the 
Netherlands, UK and 
Japan 

http://dragon.maxgigapop.net

• Mid Atlantic Crossroads (MAX) 

GigaPoP, USA

• Information Sciences Institute, 

USA

• Westford Observatory, MIT 

Haystack, USA

• Goddard Geophysical and 

Atmospheric Observatory, 

NASA, USA

• Kashima, NiCT, Japan

• Onsala, Sweden

• Jodrell Bank, UK

• JIVE, The Netherlands

• Westerbork, Observatory/ 

ASTRON, The Netherlands
Onsala Observatory



Square Kilometer Array





StarLight – “By Researchers For Researchers”

Abbott Hall, Northwestern University‟s

Chicago CampusView from StarLight

StarLight is an experimental 
optical infrastructure and
proving ground for network 
services optimized for
high-performance applications
Multiple
10GE+100 Gbps
StarWave
Multiple 10GEs
Over Optics –
World‟s “Largest”
10G/100G Exchange
First of a Kind
Enabling Interoperability
At L1, L2, L3 



iCAIR: Founding Partner of the Global Lambda Integrated Facility

Available Advanced Network Resources

Visualization courtesy of Bob Patterson, NCSA; data compilation by Maxine Brown, UIC.

www.glif.is



IRNC: RXP: StarLight SDX A Software Defined 

Networking Exchange for Global Science Research and 

Education

Joe Mambretti, Director, (j-mambretti@northwestern.edu)

International Center for Advanced Internet Research (www.icair.org)

Northwestern University

Director, Metropolitan Research and Education Network (www.mren.org)

Co-Director, StarLight (www.startap.net/starlight)

PI IRNC: RXP: StarLight SDX

Co-PI Tom DeFanti, Research Scientist, (tdefanti@soe.ucsd.edu)

California Institute for Telecommunications and Information Technology (Calit2), 

University of California, San Diego 

Co-Director, StarLight

Co-PI  Maxine Brown, Director, (maxine@uic.edu)

Electronic Visualization Laboratory, University of Illinois at Chicago

Co-Director, StarLight

Co-PI Jim Chen, Associate Director, International Center for Advanced Internet 

Research, Northwestern University

National Science Foundation 

International Research Network Connections Program

Workshop

Chicago, Illinois 

May 15, 2015
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• Tenant Service Workflows Integrated With Foundation Infrastructure 

Workflows (Orchestration)

• Built-In Preconfigured Examples/Templates To Establish Infrastructure 

Foundation Workflows

• Zero-Touch “Playbooks” For Different Segments of Infrastructure 

Foundation Workflows After Implementing Initial Suites (e.g., Using 

Jupyter)

• Interactive Control Over Running Workflows

• Portability for Different Infrastructure Foundation Workflows

• Options/Capabilities for Specialized Customization

• Options For Real Time Visualization Of Individual Workflows, At Highly 

Granulated Levels

Emerging Capabilities/Technologies



Opportunities For New Distributed Environments for 

Computational Science, Including Computer Science

• National Science Foundation‟s Ten Year Transition Point

• New Architecture, Services, Technologies

• National Research Platform (NRP) Workshop, Montana State 

University, August 2017.

• Regional Research Platforms? 

• Asia Research Platform Being Discussed

• European Research Platform?

• Emerging Next Gen Distributed SD Infrastructure

• Example: NSF Concept of A Distributed Fabrics For „Plug-In” 

Testbeds, e.g., Global Environment for Network Innovations (GENI), 

Platform for Advanced Wireless Research (PAWR), US Ignite, 

NSFCloud Initiative, IoT, Edge Clouds, et al

• Potential for Network Science Research Platform



Global Research Platform (GRP)
• A Emerging International Fabric

• A Specialized Globally Distributed Environment/Platform For 

Science Discovery and Innovation

• Based On State-Of-the-Art-Clouds, Networks, Storage Systems, 

Data Repositories, etc

• Interconnected With Computational Grids, Supercomputing 

Centers, Specialized Instruments, et al

• Also, Based On World-Wide 100 Gbps (Soon 100 G+ ) Networks

• Leveraging Advanced Architectural Concepts, e.g., SDN/SDX/SDI –

Science DMZs

• Ref: 1st Demonstrations @ SC15, Austin Texas November 2015

• Subsequent Demonstrations @ SC16 Salt Lake City Utah, 

November 2016, Global LambdaGrid Workshop  2016 and 2017,

• Major Demonstrations at SC17 in Denver, Colorado



Contiguous With 

the StarLight SDX





Global Research Platform: 

Building On CENIC/Pacific Wave, GLIF and 

GLIF GOLEs (e.g., StarLight et al) 





• GENI: Virtual Laboratory For Networking and 

Distributed Systems Research and Education. 

• GENI Is Being Used To Explore Networks At Scale, 

Promoting Innovations In Network Science, Services, 

Security, Operations, And Applications.

• GENI Anticipates Future Communications Infrastructure 

Design and Technology (e.g., Flexible and 

Programmable vs Rigid and Static, Decentralized vs 

Centralized, Customizable vs Predetermined).

• Foundations Consists Of Clouds and Private Networks

National Science Foundation‟s Global 

Environment for Network Innovations (GENI) 
nnovation 







Chapter:

Creating a Worldwide Network

For The Global Environment for Network

Innovations (GENI) and 

Related Experimental Environments 



IRNC SDX

IRNC SDX

IRNC SDX

IRNC SDX

GENI

SDX

UoM SDX

Emerging US SDX Interoperable Fabric

GENI 

SDX IRNC SDX



AutoGOLE



International Multi-Domain Provisioning Using AutoGOLE 

Based Network Service Interface 

(NSI 2.0)

* Network Service Interface (NSI 2.0)

* An Architectural  Standard Developed By the  *Open Grid 

Forum (OGF)

* OGF Pioneered Programmable Networking (Initially Termed  

“Grid Networking”)

Techniques That Made Networks „First Class Citizens” in Grid 

Environments – Programmable With Grid Middleware

* Currently Being Placed Into Production By R&E Networks 

Around the World









AutoGOLE Fabric:  Another View







track 55date

your 

logo



Global LambdaGrid Workshop 2017 

Demonstrations, Sydney Australia

International Multi-Domain Provisioning Using AutoGOLE Based 

Network Service Interface (NSI 2.0) 

Using RNP MEICAN Tools for NSI Provisioning

Large Scale Airline Data Transport Over SD-WANs Using NSI and 

DTNs

Large Scale Science Data Transport Over SD-WANs Using NSI 

and DTNs

SDX Interdomain Interoperability At L3

Transferring Large Files E2E Across WANs Enabled By SD-WANs 

and SDXs















ESA Service Prototype





GeoScience SDX DTN Service Prototype

File Screening workflow File Transfer workflow















Compute Canada/CANARIE/StarLight 

SC17 Demonstrations



Compute Canada/CANARIE/StarLight 

SC17 Demonstrations



Source; John Graham UCSD



Source; Jim Chen, iCAIR

Implementing a SCinet DTN







Denver

StarLight

Sao Paulo/Brazil

AmPath/FIU

Washington DC

2*100G

4*100G

10*100G

3*100G

3*100G

AMIS100G

AMIS

100G

PROGRAMMABLE PRIVACY-PRESERVING NETWORK MEASUREMENT

FOR NETWORK USAGE ANALYSIS AND TROUBLESHOOTING



SAGE2@SC17









KREONet2 SD-WAN GLORIAD-KR

KISTI Daejeon 100 G StarLight

Soon: Daejeon SDX  StarLight SDX





Summary

• Data Intensive Science Can Benefit By Support From Enhanced 

Services/Techniques/Technologies Provided By A Global Research 

Platform, Including Services For High Performance WAN Data 

Transport

• One Approach Relys On L2 WAN Transport Channels

• Another Complementary Enabling Capability Uses DTNs Integrated 

With Specialized WAN Paths To Optimize E2E Data Flows

• These Core Components Can Be Supplemented By Enhancing 

Software Stacks, e.g., Jupyter, NSI, MEICAN, P4 Programs, BDE, 

AI/ML/DL, etc

• Today, All the Components Exist To Create An E2E Transport 

Service For Data Intensive Science

• It Is Possible To Create This Service and Place It Into Production



www.startap.net/starlight

Thanks to the NSF, DOE, DARPA,

NIH, USGS, NASA,

Universities, National Labs, 

International Partners,

and Other Supporters


