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Fundamental forces are accelerating change in our industry
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Full system stack innovation required

Moore’s Law

IT innovation can no longer come 
from just the processor
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Network, Storage, & DRAM trends

Source: Sandisk IT Blog

Use DRAM Bandwidth 
as a proxy for CPU 
throughput
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performance workloads 
(e.g. Storage)

Network
Storage

Grow Fast

Source of data: Sandisk IT blog



POWER8 Architecture POWER9 Architecture

2014
POWER8

12 cores
22nm

New Micro-
Architecture

New Process
Technology

2016
POWER8
w/ NVLink

12 cores
22nm

Enhanced
Micro-

Architecture
With NVLink

2017
P9 SO
24 cores
14nm

New Micro-
Architecture

Direct attach
memory

New Process
Technology

2018
P9 SU
24 cores
14nm

Enhanced
Micro-

Architecture

Buffered
Memory

POWER7 Architecture

2010
POWER7

8 cores
45nm

New Micro-
Architecture

New Process
Technology

2012
POWER7+

8 cores
32nm

Enhanced
Micro-

Architecture

New Process
Technology

2020+
P10

TBD cores

New Micro-
Architecture

New
Technology

POWER10

2019
P9

w/ Adv. I/O
24 cores
14nm

Enhanced
Micro-

Architecture

New
Memory

Subsystem

Up To
150 GB/s

PCIe Gen4 x48

25 GT/s
300GB/s

CAPI 2.0, 
OpenCAPI3.0, 

NVLink2.0

Sustained Memory Bandwidth

Standard I/O Interconnect

Advanced I/O Signaling

Advanced I/O Architecture

Up To
210 GB/s

PCIe Gen4 x48

25 GT/s
300GB/s

CAPI 2.0, 
OpenCAPI3.0, 

NVLink2.0

Up To
350 GB/s

PCIe Gen4 x48

25 GT/s
300GB/s

CAPI 2.0, 
OpenCAPI4.0, 

NVLink3.0

Up To
435 GB/s

PCIe Gen5

32 & 50 GT/s

TBD

Up To
210 GB/s

PCIe Gen3

N/A

CAPI 1.0 

Up To
210 GB/s

PCIe Gen3

20 GT/s
160GB/s

CAPI 1.0 ,
NVLink 1.0

Up To
65 GB/s

PCIe Gen2

N/A

N/A

Up To
65 GB/s

PCIe Gen2

N/A

N/A

Statement of Direction, Subject to Change  6
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CAPP PCIe

Power Processor
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CAPI

IBM Supplied POWER 
Service Layer

Typical I/O Model Flow

Flow with a Coherent Model

Shared Mem. 
Notify Accelerator

Acceleration
Shared Memory

Completion

DD Call
Copy or Pin
Source Data

MMIO Notify
Accelerator

Acceleration
Poll / Int

Completion
Copy or Unpin

Result Data
Ret. From DD
Completion

Advantages of Coherent Attachment Over I/O Attachment
• Virtual Addressing & Data Caching

– Shared Memory
– Lower latency for highly referenced 

data

• Easier, More Natural Programming Model
– Traditional thread level 

programming
– Long latency of I/O typically requires 

restructuring of application

• Enables Applications Not Possible on I/O
– Pointer chasing, etc…
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Source: Forbes
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Nallatech/IBM CAPI NVMe Flash Accelerator 
(FlashGT)

2016 Flash Adapter (CAPI 1.0)
• FPGA Controller
• 2x 960GB M.2 SSDs
• Supports Surelock KVS and Block APIs + Linux CAPI filesystem
• ~4x reduction in CPU overhead compared to NVME

Opportunities for Further Innovation:
• CAPI 2.0: Coherent Flash at PCIe Gen4 speed
• OpenCAPI: Extreme bandwidth & scaling of coherent flash
• Additional software exploitation

Available	Now!
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5x Faster Data Communication with Unique 
CPU-GPU NVLink High-Speed Connection

1 TB 
Memory

Power 9 
CPU

V100 GPU V100 GPU

170GB/s

NVLink
150 GB/s

1 TB 
Memory

Power 9 
CPU

V100 GPU V100 GPU

170GB/s

NVLink
150 GB/s

IBM AC922 Power System
Deep Learning Server (4-GPU Config)

Store Large Models 
in System Memory

Operate on One 
Layer at a Time

Fast Transfer 
via NVLink 64 GB/s



Born of collaboration
The P9 architecture was developed by IBM, in collaboration 
with members of the OpenPOWER Foundation. 

An AI Pioneer
CORAL in aggregate is likely to become the most powerful 
supercomputer in the world when completed. It’s on track to 
deliver 300+ PetaFlops of HPC and 3 ExaFlops of AI as a 
service performance. 

Deploy your own Mini CORAL
An advantage of this collaborative approach is the 
repeatable building block which organizations will be able to 
leverage for the raw HPC horsepower and cutting-edge AI 
performance, in their own organizations.  
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Molecular Dynamics (CPMD)
Runtime (secs)

AC922 HPC example: 

• IBM Power System AC922 delivers 2.9X reduction in execution time of 
tested x86 systems

• POWER9 with NVLink 2.0 unlocks the performance of GPU-accelerated 
version of CPMD by enabling lightning fast CPU-GPU data transfers

• 3.3TB of data movement required between CPU and GPU

• 70 seconds for NVLink 2.0 transfer time vs 300+ seconds for 
traditional PCIe bus transfer time

Lo
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r

2.9X faster running CPMD compared to tested x86 systems

• All results are based on running CPMD, a parallelized plane wave / pseudopotential implementation of Density Functional Theory Application. A Hybrid version of CPMD (e.g. MPI + OPENMP + GPU + streams) was implemented with runs are made for 256-Water Box, RANDOM 
initialization.  Results are reported in Execution Time (seconds).. Effective measured data rate on PCIe bus of 10 GB/s and on Nvlink 2.0 of 50GB/s.

• IBM Power AC922; 40 cores (2 x 20c chips), POWER9 with NVLink 2.0; 2.25 GHz, 1024 GB memory, 4xTesla V100 GPU; ; Red Hat Enterprise Linux 7.4 for Power Little Endian (POWER9) with ESSL PRPQ; Spectrum MPI: PRPQ release, XLF: 15.16, CUDA 9.1
• IBM Power System S822LC for HPC; 20 cores (2 x 10c chips) /  160 threads, POWER8 with NVLink; 2.86 GHz, 256 GB memory, 2 x 1TB SATA 7.2K rpm HDD, 2-port 10 GbEth, 4xTesla P100 GPU;  RHEL 7.4.with ESSL 5.3.2.0; PE2.2; XLF: 15.1, CUDA 8.0
• 2x Xeon E5-2640 v4; 20 cores (2 x 10c chips) /  40 threads; Intel Xeon E5-2640 v4;  2.4 GHz; 256 GB memory, 1 x 2TB SATA 7.2K rpm HDD, 2-port 10 GbEth; , 4xTesla P100 GPU; Ubuntu 16.04 with OPENBLAS 0.2.18, OpenMPI: 1.10.2, GNU-5.4.0, CUDA-8.0
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Big Data:  Sorting Large Datasets: sortbenchmark.org

Dual Socket 
POWER8

100 TB
~100 sec

~500 systems
100Gb/s network

4x NVMe

~2 TB/s/node 
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Recent work: w. G. Fossum &  T. Wang, IBM
IBM AC922
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3.1 Hours

49 Mins
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Caffe with LMS (Large Model Support)
Runtime of 1000 Iterations

3.8x Faster

GoogleNet model  on Enlarged 
ImageNet Dataset (2240x2240) 
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1 System 64 Systems

16 Days Down to 7 Hours
58x Faster

16 Days

7 Hours

Near Ideal Scaling to 256 GPUs

ResNet-101, ImageNet-22K
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Number of GPUs

Ideal Scaling

DDL Actual Scaling

95%Scaling with 

256 GPUS

Caffe with PowerAI DDL, Running on Minsky (S822Lc) Power System

ResNet-50, ImageNet-1K
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4.2 billion 
examples

1 million 
features

Goal: Predict whether a user will click on a given advert based 
on an anonymized set of features.

Train: Fit model parameters using 4.2 billion examples.

Inference: Evaluate model on 180 million unseen examples.

+1 – click
-1 – no click

Sparse data 
matrix
2.3TB

labels

Criteo Labs. 2015. Criteo Releases Industry�s Largest-Ever Dataset for Machine Learning to Academic 
Community. h�ps://www.criteo.com/news/press-releases/2015/07/criteo-releases-industrys-largest-ever-dataset/

*

*
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V100 GPUPower9 CPU

GPU Acceleration Dynamic Optimized
Memory Management

Efficient Cluster
Scaling

System
Memory

Power 9 
CPU

V100 GPU

GPU
Memory

§ C. Duenner, S. Forte, M. Takac, and M. Jaggi. "Primal-Dual Rates and Certificates." In International Conference on Machine Learning (ICML 
2016), pp. 783-792. 2016.

§ T. Parnell, C. Duenner, K. Atasu, M. Sifalakis and H. Pozidis, "Large-scale stochastic learning using GPUs," 2017 IEEE International Parallel and 
Distributed Processing Symposium Workshops (IPDPSW), Lake Buena Vista, FL, 2017, pp. 419-428.

§ C. Duenner, T. Parnell, K. Atasu, M. Sifalakis and H. Pozidis, “Understanding and Optimizing the Performance of Distributed Machine Learning 
Applications on Apache Spark”, poster presentation at NIPS 2016 ML Systems workshop, IEEE Big Data 2017

§ C. Duenner, T. Parnell, M. Jaggi, “Efficient Use of Limited-Memory Resources to Accelerate Linear Learning”, proceedings of 2017 Neural 
Information Processing Systems (NIPS 2017)



Dataset: 4.2 billion training examples, 1 million features
Model: Logistic Regression
Test LogLoss: 0.1293 (Tensorflow), 0.1292 (snap ML)
Platform: 89 machines (Tensorflow), 

8 Power9 CPUs+16 NVIDIA® Tesla™ V100 GPUs (snap ML)
https://cloud.google.com/blog/big-data/2017/02/using-
google-cloud-machine-learning-to-predict-clicks-at-scale*

Comparison of Tensorflow** on Google Cloud 
with SNAP ML on POWER9* (AC922) cluster

Workload: Click-through-rate prediction for 
computational advertising, using Logistic 
Regression

Dataset: Criteo Terabyte Click Logs 
(http://labs.criteo.com/2013/12/download-
terabyte-click-logs/)

*
0

10

20

30

40

50

60

70

Ru
nt

im
e 

(m
in

ut
es

)

Tensorflow (Google Cloud)           snap ML (IBM Power)
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46x faster
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Apache Spark

JVM
Memory 

(off-heap)

Serialize /  
Deserialize

Network

Disk

Accelerat orNat ive 
library

A ppl icat ion

Python 
libary

Apache Spark

JVM

Shared data set  /  memory in Arrow format

NetworkStorage

FPGA  
A cceler at or

Nat ive 
library

A ppl icat ion

Python 
tool

A pache A r r ow l ibr ar ies Flet cher

J. Peltenburg, e.a., TU Delft ( OpenPOWER Summit USA 2018 )
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R=16 different regular expressions per unit

AWS EC2 F1:
• Virtex Ultrascale+
• N=16 regex units 
• 256 regexes being matched in parallel

POWER8 CAPI (Supervessel, & soon at Nimbix):
• AlphaData KU3 (Kintex Ultrascale)
• N=8 regex units
• 128 regex being matched in parallel
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AWS EC2 F1 (16 units)

POWER8+CAPI (8 units)
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No part of this document may be reproduced or transmitted in any form without written permission from IBM Corporation.

Product data has been reviewed for accuracy as of the date of initial publication. Product data is subject to change without notice. This document could include technical inaccuracies or 
typographical errors. IBM may make improvements and/or changes in the product(s) and/or program(s) described herein at any time without notice. Any statements regarding IBM's future 
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used instead.
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North Castle Drive
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IBM, the IBM logo, ibm.com, IBM System Storage, IBM Spectrum Storage, IBM Spectrum Control, IBM Spectrum Protect, IBM Spectrum Archive, IBM Spectrum Virtualize, IBM Spectrum Scale, IBM Spectrum Accelerate, Softlayer, and XIV are 
trademarks of International Business Machines Corp., registered in many jurisdictions worldwide. A current list of IBM trademarks is available on the Web at "Copyright and trademark information" at http://www.ibm.com/legal/copytrade.shtml

The following are trademarks or registered trademarks of other companies.

Adobe, the Adobe logo, PostScript, and the PostScript logo are either registered trademarks or trademarks of Adobe Systems Incorporated in the United States, and/or other countries.

IT Infrastructure Library is a Registered Trade Mark of AXELOS Limited.

Linear Tape-Open, LTO, the LTO Logo, Ultrium, and the Ultrium logo are trademarks of HP, IBM Corp. and Quantum in the U.S. and other countries.

Intel, Intel logo, Intel Inside, Intel Inside logo, Intel Centrino, Intel Centrino logo, Celeron, Intel Xeon, Intel SpeedStep, Itanium, and Pentium are trademarks or registered trademarks of Intel Corporation or its subsidiaries in the United States and other 
countries.

Linux is a registered trademark of Linus Torvalds in the United States, other countries, or both.

Microsoft, Windows, Windows NT, and the Windows logo are trademarks of Microsoft Corporation in the United States, other countries, or both.

Java and all Java-based trademarks and logos are trademarks or registered trademarks of Oracle and/or its affiliates.

Cell Broadband Engine is a trademark of Sony Computer Entertainment, Inc. in the United States, other countries, or both and is used under license therefrom.

ITIL is a Registered Trade Mark of AXELOS Limited.

UNIX is a registered trademark of The Open Group in the United States and other countries.

* All other products may be trademarks or registered trademarks of their respective companies.

Notes:

Performance is in Internal Throughput Rate (ITR) ratio based on measurements and projections using standard IBM benchmarks in a controlled environment. The actual throughput that any user will experience will vary depending upon considerations 
such as the amount of multiprogramming in the user's job stream, the I/O configuration, the storage configuration, and the workload processed. Therefore, no assurance can be given that an individual user will achieve throughput improvements 
equivalent to the performance ratios stated here.

All customer examples cited or described in this presentation are presented as illustrations of the manner in which some customers have used IBM products and the results they may have achieved. Actual environmental costs and performance 
characteristics will vary depending on individual customer configurations and conditions.

This publication was produced in the United States. IBM may not offer the products, services or features discussed in this document in other countries, and the information may be subject to change without notice. Consult your local IBM business 
contact for information on the product or services available in your area.

All statements regarding IBM's future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only.

Information about non-IBM products is obtained from the manufacturers of those products or their published announcements. IBM has not tested those products and cannot confirm the performance, compatibility, or any other claims related to non-IBM 
products. Questions on the capabilities of non-IBM products should be addressed to the suppliers of those products.

Prices subject to change without notice. Contact your IBM representative or Business Partner for the most current pricing in your geography.

This presentation and the claims outlined in it were reviewed for compliance with US law. Adaptations of these claims for use in other geographies must be reviewed 
by the local country counsel for compliance with local laws.
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This document was developed for IBM offerings in the United States as of the date of publication.  IBM may not make these offerings available in other countries, and the information is 
subject to change without notice. Consult your local IBM business contact for information on the IBM offerings available in your area.

Information in this document concerning non-IBM products was obtained from the suppliers of these products or other public sources.  Questions on the capabilities of non-IBM products 
should be addressed to the suppliers of those products.

IBM may have patents or pending patent applications covering subject matter in this document.  The furnishing of this document does not give you any license to these patents.  Send 
license inquires, in writing, to IBM Director of Licensing, IBM Corporation, New Castle Drive, Armonk, NY 10504-1785 USA. 

All statements regarding IBM future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only. 

The information contained in this document has not been submitted to any formal IBM test and is provided "AS IS" with no warranties or guarantees either expressed or implied.

All examples cited or described in this document are presented as illustrations of  the manner in which some IBM products can be used and the results that may be achieved.  Actual 
environmental costs and performance characteristics will vary depending on individual client configurations and conditions.

IBM Global Financing offerings are provided through IBM Credit Corporation in the United States and other IBM subsidiaries and divisions worldwide to qualified commercial and government 
clients.  Rates are based on a client's credit rating, financing terms, offering type, equipment type and options, and may vary by country.  Other restrictions may apply.  Rates and offerings 
are subject to change, extension or withdrawal without notice.

IBM is not responsible for printing errors in this document that result in pricing or information inaccuracies.

All prices shown are IBM's United States suggested list prices and are subject to change without notice; reseller prices may vary.

IBM hardware products are manufactured from new parts, or new and serviceable used parts. Regardless, our warranty terms apply.

Any performance data contained in this document was determined in a controlled environment.  Actual results may vary significantly and are dependent on many factors including system 
hardware configuration and software design and configuration.  Some measurements quoted in this document may have been made on development-level systems.  There is no guarantee 
these measurements will be the same on generally-available systems.  Some measurements quoted in this document may have been estimated through extrapolation.  Users of this 
document should verify the applicable data for their specific environment.  


