
Searching for 
activation functions 

By Ang Ming Liang



About Me

I am an AI enthusiast 

Will enter NUS Computational 
Biology program in 2019

Interested in solving general 
intelligence



Motivation 

I am calling BS



AutoML



Quoc Le papers

And More !       #OPmuch



The idea



RNN part



Sampling functions

Core unit



Sampling functions



Policy Gradients
Update the policy directly to 

maximise the expected long 

term rewards !

Agent loss functionLeads to destructively 
large policy update !



Trust Region Methods

Constraint based on the the 
size of the policy update

Surrogate function 



Clipped Surrogate 



Putting everything together

Entropy Bonus to 

increase exploration



Proximal Policy 
Optimisation 



Results

Negative result :(



Why did we fail ?
1. Didn’t train the model 

enough



Why did we fail ?
2. Local minima 

and saddle points



Swish



Training using swish
Using SGD



Training using swish
Using RMSprop



Visualisation  

RELU SWISH TANH



The future ? 



Hyperparameter search

AutoML



Github link

bit.ly/saf_git

http://bit.ly/saf_git
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