Current provision &
directions at Paws
Supercomputing Ce

Mark Gray and Jenni Harrison
12t March 2019

The Pawsey Supercomputing Centre is an unincorporated joint venture between and proudly funded by I ‘

A
D PAWSEY

supercomputing centre

Infrastr for Australia

National Research
I




) - WG K :
'l > ESIRC - = | /

PAWSEY

supercomputing centre




Supporting Australian Researchers
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National Reach
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Aries dragonfly interconnect

pom
0,440 CPUleores “So._ & ‘
64 K20XGPUs
) ) EAVMSE EY Aries dragonfly interconnect




- DataDiract

- DataDirect
. Nétwdrk's_

20 visualization S -~

J | 44 Pascal GF ,: uting
" 80 XeonPh ¥ cor obs
\ \\\. ‘tg Qi\ |

-1TE
¢ erial codes
/ |n ” onnect




\
4
3 {

+

-— .

v A

‘A-—. -

" (L]

Q' ik

e o | ]

:"7;‘ _fF = | ’ N
7

FELR)
J
-
J

Q

N

65 PB Migrating Disk and Tape

Rt
~

Yo PAWSEY

supercomputing centre

3000 Cores, OpenStack, S_gh_q_!'a, Volta GPUs



Usage by science domain 2019 ﬁ / M%

W Radio Astronomy

B Geosciences

B Mat hematical Sciences

W Physical Sciences (exc. radio astro|
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M Environmental Sciences
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® Agricultural And Veterinary Sciences
Information And Computing Sciences

W Engineering

W Technology
Medical And Health Sciences
Histary and Archaeology
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Real-time data ingest
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Real-time data ingest
ARTEMIS: A neonatal Internet of Things.
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Future outlook - Capital Investme

« $70 million capital refresh

« ~ 2/3 for compute, 1/3 for storage and network

« Few small procurements - out to market (multiple areas)
 Collaborations commencing with institutions
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Collaboration networks £
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Collaborative networks - Easy?

581 - Hard to achieve
{1t ¢ | “ « Even harder to sustain
e Ll  Often multiple challenges
I | - Many diverse stakeholders
—

- Complex financial models
- Benefits - diverse

Should we still try? Future HPC dictates it
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Future of HPC

 Unified model: Converged architecture

 Software defined infrastructure

* Machine learning & Al

* Integrated workflows

* New scientific domains

» Dynamic, real-time scheduling

- Safely handling sensitive data

- Synergies: solve large scale science problems (SKA, LHC)
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Challenges
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Challenges cont
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Solutions (?)

Storage

Heterogeneous
workflows

Data Management

Development
workloads

Security
Quality of Service
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Questions?
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