Data, the new frontier.

Rob Mollard
March 2019

Courtesy Nasa.gov
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Convergence of HPC, Big Data




Prepare for a world where everything computes

Technology will be Everyone and Real-time will drive
embedded everything computing to the
everywhere will be connected edge

—
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Extreme “Computing at the Edge”

HPE Spaceborne Supercomputer

. %

Spaceborne Computer
similar compute nodes as NASA's
premier supercomputer, Pleiades

......



The example of an autonomous vehicle

Each autonomous car will generate 4TB of data per hour and incorporate LOTs of sensors i.¢.

- 16+ 4K video cams
- 12 radar sensors

- 6 ultrasonic sensors
- 5 LIDAR sensors

It 1s estimated that each car will require 300 TFlops of computing power and a network pipe of 25 to 40GB/s to
enable data to be moved from edge to core

Data is essential in this race — Full ecosystem data
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Al — driven by the data explosion
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?‘4 petabytes a day

V. , Per.—d.ay posting to Facebook across
™ ) 2 billion users =+

(2017) ‘
‘ﬂJ\/IB p 1ve user

40 petabytes

Walmart’s transaction
database (2017)
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10 million connec dﬂw
cars by 2020 G




Mr. Universe, Serenity




Inferencing in the Deep Learning Development Cycle

Optimize

Validate with | Deploy | Inference in

Ingest Transform Train . .
inference production

Inference dataflow

Training dataflow
—Market focused on training because we’re learning how to build Al applications

—Inferencing 1s used for model validation during the development cycle to assess factors
such as performance, accuracy, and reliability, similar to software QA.

—After completion, models are refined further with inferencing

—Ex. Autonomous vehicles need hundreds of millions of miles in testing to be as good as a human
driver. Miles can be simulated via inferencing.
—
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Convergence of HPC, Al, Big Data & IOT

Artificial

Intelligence Gartner forecasts that, by 2020;
» 20.4 billion connected devices
 Up from 8.4 billionin 2017

Technical
Computing

» As high as 100 billion by 2020...

Edge
Computing

I
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Data Trends and their Challenges

Explosive Growth of Data

2020
40 ZB

2015
2012
2005 2010
-0‘.]
0.1ZB
1.27B
2.8ZB
8.5ZB

More than 37% of total data generated in 2020 (40 ZB)
will have significant business value!

Massive data with unpredictable growth, conventional systems can’t keep up
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Need Answers ... FAST!

Value of Analyzed Data /

107 10° 102 10*
Time to Result

105 Seconds

Increasing amounts of data to be analyzed
But businesses demanding real-time insight!




Supercomputing
Conference 1996
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Big Data, it's not new. We’ve been solving theses challenges for decades!

:



4= Data always lives longer than the
hardware it’s stored on.”

“Forward migration to new technologies
should never adversely impact the users.”

-- Dr Robert Bell
HPC National Partnerships, CSIRO

—

Hewlett Packard (intel

Enterprise

13



HPC & Al | Data Management

Software

— High-Performance Storage |

STORAGE Hewlett Packard

HPC — Al — Machine Learning Cluster Hewlett Packard

Enterprise

Lustre

Enterprise ‘

XFS  hewenpackers Ti€r ZEIO

Enterprise

WEKA IO

Racically Simp e Storage'

(%) All-Flash

Defined

HPE Data Management Framework

» Metadata management & data provenance

« Policy-based data migration with job scheduler integration

« Data protection, repair and disaster recovery
Storage
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Ze ro Enterprise

Watt

Storage
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Object i@h
Storage
& Cloud &2

SCALITY
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Bring the applications to the data!
Provide the correct IO to the applications! yemory centric computing

Scale-Out HPC 1/0 intensive jobs Scale-UP HPC Science Cloud Exascale
CFD Local scratch Bioinformatics laaS

FEA Out-of-core Genomics HPCaa$S

CEM Per-job private file systems Prototype / discovery Virtual laboratories
Chemistry Dynamic shared scratch Algorithm development The long tailof HPC

Physics Tier Zero Analytics Industry Outreach
Scalable applications Visualisation Portals/collaboration

Diverse mixed workload throughput

Distributed memory parallel Distributed memory Large shared memory Private Cloud sS=N -
Local flash Large local flash s

i i A

Version control
Schedulerintegration

\ Workflow and automation
Prestaging of data

ﬁ HPE Data Management Framework Presiaghyofdsts

a0 O I Analytics and reporting
s | s S @ ' Fabric volume management
File systemorchestration
. Shared flash 4
Parallel File Systems

. . r
High bandwidth shared storage High performance shared storageBUIk disk / MAID Object Storage Tape
Streaming workloads 10Ps workloads Fast recall Geographic replication Sequre
— . /-7 Spin down Multi-site locality gizablfed
Hewlett Packard ( intel o P .
Enterprise n-site and off-site
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A better system balance for Exascale

GPU
1. Memory Bandwidth ) e Oss
- Embrace co-packaged memory transition (| <

- Minimize latency for Gen-Z attached memaor

S
2. Memory Capacity X

- Drive co-packaged memory cost a Sp
- Gen-Z attached memory as optional 2" me NVRAM

RISC

>
3. Fabric Injection Rat
- Embed Gen-Z communication CP m
- Integrated switches close to compute for mu
- Unified messaging and I/0O com H

S ]

)
K
Q

4. Fabric Bisection Bandwi
- Legacy free Gen-Z router design

o)
- Integrated optics yield low cost, low energy Oh/@/? rfor $eo‘°

Quantum
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The Machine Elements

Gen-Z Protocol
%o Low latency at scale

Flexible Memory Ops

Silicon Photonics
> latency data movement

w
o X cost, 10X power reduction

Universal Memory
— NVM, Distributed & Pooled

X
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bric & Topology
— High-radix topologies (Hyper-X)

16



3 Year Program 100+ Engineers

Future: PathForward Exascale R&D o Dosir s 20 Deliverables

Co-Design & Prototype 39 Deliverables

System DEF]
Architecture Movement

Optical

Interconnects /O Subsystem

Bridge

Optical .
Switch Gen-Z fabric

Electrical
Switch

Rx module CcMOS

RIRT =

O O O i FAM with controller FAM with controller

A Optical coupler

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

Technology Development

» Exascale Architecture * Gen-Z Bridge Development « Network Modeling * Photonics Sys Architecture . NVM Media Controller

« Application & Co-Design « Gen-Z Bridge Integration « RouterArchitecture * Photonics Device Fab « File and Data Access Library
« System Mgmt & Monitoring + Topology (OZS ASIC) * Electronic Device Fab  1/0O Node Design & Proto

- Power/Cooling « Gen-Zfor HPC * Packaging of Photonics,

« System Prototyping « MPI over Gen-Z Electronics, Fibers
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Intel Inside ®. Powerful Productivity Outside.

Without supercomputers, we
would just be philosophers.

~Stephen Hawking

R.I.P.—March 2018

Thank you



