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@ Introduction

@ Predicting heavy rains and storms plays an important role in preventing and mitigating devastating damage to urban life and infrastructure.
— The real-time weather forecasting system is needed to construct this safety system.

® CReSS (Cloud Resolving Storm Simulator)[1] is the model that can predict local cloud conditions with high accuracy.
But CReSS takes a huge computation time.
—Parallelization is required to realize the real-time local weather forecasting system.

@ In this study, we demonstrate a developed CReSS implemented on a single GPU system that is a prototype system of GPU clusters.

@ Weather forecasting flow of CReSS
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' 4 Parallelized CReSS by GPU

In this study, distributed parallel CReSS on GPU system is developed using
OpenACC. OpenACC is the directive-based framework for parallel
programming. In this system, 128 GPU cores is set per 1 thread block, and
the entire mesh is divided and distributed to all thread-blocks.
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@ Experimental Results —
GPU-based imol s 19 6 . han CPU Execution time[s]
-based implementation 1s 19 times faster than . Mesh size Mesh size
— X X i : . 2 17.
In 203 X 203 X 53 mesh size, CPU: 332.6 [s], GPU: 17.5 [s] 43 x 43 % 531203 X 203 x 53
CPU Intel Xeon Gold 6142 (2.6[GHz]) X 16 Cores CPU GPU |CPU GPU
GPU NVIDIA Tesla V100-SXM2 (1.37[GHz]) X 5,120 Cores Spatial diff o 0.8 01 30 0.6
oS Ubuntu 16.04 Pa 1a ) 1 ereIll IZ.l 10n . . . .
CPU| GNU Fortran 5.4.0 (Option: -O2 -fopenmp) Time differentiation 49.9 1.4/ 145.2 8.3
Compiler GPU NVIDIA HPC SDK 20.7, CUDA 11.0 Lagrangian differentiation | 18.7 0.6| 104.6 4.1
(Option: -O2 -acc -ta=tesla,cc70 -lm) Computing cloud volume | 6.7  2.8| 32.3 4.4
@ Integration loop is processed in 200 steps. Others — 189 0.1 475 0.1
@ In “CPU”, the original code of CReSS is used and parallelized in 16 threads. Whole execution time 95.1 5.11332.6 17.5

@ Conclusion
® We demonstrated GPU-accelerated CReSS towards real-time local weather forecasting on GPU clusters.
® To evaluate the efficiency of the calculation speed, we measured the execution time of the developed CReSS for a single GPU system.
— The time of weather prediction is 19 times faster than CPU (CPU: 332.6 [s], GPU: 17.5 [s]).
® We will implement parallel CReSS for GPU cluster system and evaluate the efficiency of the computational time as a future work.
— We aim to implement on CPU/GPU cluster computational system and analysis the calculation time of CReSS.
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