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1. INTRODUCTION 
Realistic sound field auralization can significantly improve the 

sense of presence and immersion, situational awareness of users, 

and augment the visual sense in human-computer interaction 

realistic communication, virtual and augmented realities. In sound 

field auralization, highly accurate room impulse response is 

critical to achieve precise auralization results. To date, although 

many methods have been proposed to simulate room impulse 

response, geometrical methods are widely applied in real-time 

sound field auralization because of their low computational load 

at price of accuracy. In contrast, wave-based methods provide 

high accuracy, but require much higher computational capability 

since spatial grids are oversampled to suppress dispersion errors. 

Generally, the required computing capability is increased as the 

fourth power of the sampling frequency and proportionally with 

the volume of sound spaces. In this work, an FPGA-based sound 

field renderer was investigated for high-precision real-time sound 

field auralization, in which the wave-based rendering algorithm 

was applied to obtain room impulse response accurately, and 

dedicated hardware was developed to speed up computation.  

2. SYSTEM DESIGN 
As shown in Fig. 1, a sound field auralization system consists of 

the sound field renderer, input and output interfaces. The sound 

field renderer computes the room impulse response according to 

the features of a virtual scene like dimensions and boundary 

conditions. The room impulse response is convoluted with the 

input sound signals and the results are performed binaural 

auralization by convoluting with the head related transformations 

functions. The auralization results are finally output to drive 

speaker system. In this procedure, the sound field renderer is the 

affects the auralization performance significantly because it 

provides accurate room impulse response for further convolution.  

Sound field rendering algorithm. The hardware-oriented FDTD 

algorithm [1-3] shown in Equation (1) is applied to update sound 

pressure of each node.  

𝑃𝑛(𝑖, 𝑗, 𝑘) = 𝐷1 × [𝑃𝑛−1(𝑖 − 1, 𝑗, 𝑘) + 𝑃𝑛−1(𝑖 + 1, 𝑗, 𝑘) +
𝑃𝑛−1(𝑖, 𝑗 − 1, 𝑘) + 𝑃𝑛−1(𝑖, 𝑗 + 1, 𝑘) + 𝑃𝑛−1(𝑖, 𝑗, 𝑘 − 1) +
𝑃𝑛−1(𝑖, 𝑗, 𝑘 + 1) + 2𝑃𝑛−1(𝑖, 𝑗, 𝑘)] − 𝐷2 × 𝑃𝑛−2(𝑖, 𝑗, 𝑘)          (1) 

where P is the sound pressure of a node (i,j,k), D1 and D2 are 

parameters chosen according to the position of a node. Equation 

(1) shows that sound pressures of a node and its six neighbors are 

required to compute the sound pressure of a node. 

System design and implementation. Sound field rendering with 

FDTD methods is memory-bound, and the proposed system was 

designed using OpenCL. The spatial blocking and temporal 

blocking were applied to alleviate the required external memory 

bandwidth and reuse data, respectively. The system consisted of 

Data input module, computation engine, and Data output module. 

The computation engine contained 16 processing elements (PEs). 

Each PE computed sound pressures of nodes in a spatial block at a 

time-step, and 16 PEs were cascaded to compute all sound 

pressures in the same spatial block at continuous 16 time-steps. 

 

3. PERFORMANCE EVALUATION 
Table 1 presents the rendering time per time step taken by the 

proposed FPGA-based sound field renderer implemented using 

the FPGA card DE10-Pro and software simulations performed on 

a desktop machine with 512 GB DRAMs and an Intel Xeon Gold 

6212U 24-core processor running at 2.4 GHz. The sound space 

was a three-dimensional shoebox with dimension being 

16m×8m×8m. The incidence was an impulse and the number of 

computed time steps was 32. The reference C++ codes in software 

simulations were compiled using the GNU compiler (version: 

4.8.5) with the option -O3 and -fopenmp to use all 24 processor 

cores. As shown in Table 1, the proposed FPGA-based sound field 

renderer outperforms the software simulations by 11 times even 

though it runs at about 350 MHz. 

Table 1. Rendering Time Per Time Step (s) 

FPGA Software simulation 

0.0486 0.5363 
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