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Abstract
We have worked on a large data visualization and analysis
environment for the Fugaku taking into consideration some
lessons learned from the K computer [1]. The adoption of
Spack package manager for the building and installation of
open-source software (OSS) has greatly facilitated the
deployment of visualization-oriented applications and libraries
for different types of users, despite the existence of non-
successfully built packages [2]. The Fugaku VPN Service has
facilitated the use of Client/Server based distributed
visualization by eliminating the need for setting up SSH port
forwarding connection through the login nodes. It also
facilitated the use of VNC-based remote desktop (GNOME)
which also required SSH port forwarding setup for connecting
to the VNC server on the pre/post environment. Regarding
the remote desktop, although it is still in beta test mode, the
Fugaku Open OnDemand service is expected to provide an
even easy-to-use remote desktop (Xfce) environment for
carrying out visualization and analysis tasks on the Fugaku.
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