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MITgcm is an ocean-atmosphere general circulation model developed 
by the Massachusetts Institute of Technology.
It uses one hydrodynamical kernel including the non-hydrostatic
capability to drive both atmospheric and ocean models.
It can be used for both small-scale phenomena such as convection 
and large-scale phenomena such as global general circulation.
It supports parallel computation using multiple processors 
by dividing the computation area in the horizontal direction.

Evaluate the parallel performance (strong scaling) of MITgcm to get
the computation time characteristics for large-scale computation.

The simulation area is horizontally 
partitioned into grid tiles.
MITgcm supports running multiple processes
(MPI   ) and multiple threads (OpenMP   ) 
in parallel.
The number of tiles and threads to run in 
a single process must be set specified
by the user. 

Physics Model: Barotropic ocean gyre (MITgcm’s Manual 4.1   ) 

Discretization Condition:
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: x and y components of the flow vector
: free surface height
: horizontal Laplacian viscosity

: fluid density
: acceleration due to gravity
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Ubuntu 22.04 LTS
gfortran v11.3.0
OpenMPI v4.1.2
--mca pml ucx
checkpoint68i (Mid 2022 version)

Hardware Specifications:

Software Specifications:

CPU
Memory
Storage
Interconnect

Intel Xeon Gold 6258R (2.7GHz, 28c) x2
768GB (DDR4-2933 ECC 64GB x12)
Crucial MX500 2TB (SATA SSD)
Mellanox ConnectX-6 (200Gb-HCA)
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The limit of strong scaling is about 7000 grid cells per process.

The results are taken as the average of 3 measurements.
The optimal computation time for strong scaling should be 
1/n of the computation time for one process, when n is 
the number of processes (shown by 'Slope-2').

Measurements of computation times as the number of 
processes is increased for grids of 6722, 10082 and 13442.

Fig. 1

Fig. 2 Acceleration rates n, are defined as the ratio of computation 
time to the computation time when using one process (n = 1).

Up to 28 processes (one socket), 
  The computation time are almost inline with ‘Slope-2’. 
For 56 processes (one node), 
  The computation time is slowing down. This is due to interrupted 
  processing in the OS, MPI, etc. as all the cores in one node are 
  used in the computation.
64~112 processes (2 nodes),
  - For the 6722 grid, the acceleration rate slows down above  
    64 processes, for which there are 7056 grid cells per process.
  - For the 10082 grid, the acceleration rate starts to slow down above
    112 processes, for which there are 9072 grid cells per process.


